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1. Introduction 
 

1.1 Présentation : 
 

Je m'appelle Alexandre FOUCHER, j'ai 19 ans et j'ai toujours été intéressé par l'informatique et les 

systèmes numériques. Mon parcours scolaire a débuté avec l'obtention d'un Bac Pro Système 

Numérique, Option RISC (Réseaux informatiques et Systèmes Communicants), au lycée Saint Félix-La 

Salle. Cette formation m'a permis d'acquérir une première approche des technologies numériques et 

m'a conforté dans mon choix de poursuivre mes études dans ce domaine.  

Après le bac, j'ai intégré un BTS SIO (Services Informatiques aux Organisations) Option SISR (Solutions 

d'Infrastructure, Systèmes et Réseaux) au lycée Saint Félix-La Salle. Cette formation m’a permis 

d'approfondir mes compétences techniques dans les réseaux informatiques, l'administration 

système, et la gestion d'infrastructures. Le format en alternance/CFA de ce BTS correspond 

parfaitement à mes attentes, car il me permet de combiner théorie et pratique professionnelle.  

Au cours de ma formation BAC Professionnel, j'ai eu l'opportunité d'effectuer mes périodes de stage 

au sein de deux structures. Mon premier stage s'est déroulé à la Communauté de Communes Sud 

Estuaire, une collectivité territoriale regroupant plusieurs communes. Cette expérience m'a permis 

de découvrir la gestion d'une infrastructure informatique multi-sites, avec les problématiques 

spécifiques aux collectivités : gestion du parc informatique dispersé géographiquement, support aux 

utilisateurs dans différentes mairies et sites, respect des contraintes budgétaires publiques. J'ai pu y 

développer mes compétences en gestion des actifs informatiques et support utilisateur. 

Mon second stage s'est effectué chez Atlanpolis, entreprise spécialisée dans le commerce de détail 

de matériel informatique, d'unités périphériques et de logiciels. Située à Orvault (44), Atlanpolis 

propose une large gamme de produits informatiques, du matériel multimédia, hi-fi et 

électroménager, tant aux entreprises qu'aux particuliers, via son magasin physique et sa plateforme 

de vente en ligne. L'entreprise dispose également d'un service après-vente et d'un atelier de 

réparation informatique. 

Ces deux expériences complémentaires m'ont apporté une vision à la fois du service public et du 

secteur privé, enrichissant ainsi ma formation et ma compréhension des métiers des réseaux et 

systèmes informatiques. Elles m'ont également permis de confirmer mon intérêt pour 

l'administration réseau et la gestion d'infrastructures, domaines dans lesquels je souhaite me 

spécialiser. 

À l'issue de mon BTS SIO, je compte poursuivre mes études vers un Bac+4 Administrateur Système et 

Réseau à l’ENI en alternance, afin de me perfectionner davantage et d'acquérir une expertise dans ce 

secteur en constante évolution. 
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1.2 Remerciements : 
 

Au terme de mon alternance au sein du service informatique de la Communauté de Communes Sud 

Estuaire, je tiens à exprimer ma profonde gratitude envers toutes les personnes qui ont contribué à 

rendre cette expérience enrichissante et formatrice. 

Mes remerciements vont en premier lieu à M. Fabian CHOLET pour la confiance qu'il m'a accordée en 

acceptant ma demande d'alternance au sein du service informatique de la CCSE. Cette opportunité 

m'a permis de découvrir le monde des collectivités territoriales et de développer mes compétences 

dans un environnement professionnel exigeant et formateur.  

Je suis très reconnaissant envers Guilhem PESENTI et David BERNIER, avec qui j'ai passé le plus de 

temps et qui m'ont transmis un grand nombre de connaissances en lien direct avec ma formation. 

Leur encadrement bienveillant, leur patience et leurs conseils avisés ont été déterminants dans mon 

apprentissage. Grâce à leur guidance, j'ai pu développer des compétences solides en support 

utilisateurs, et une meilleure vision sur la gestion d’une infrastructure , tout en apprenant à adopter 

une approche professionnelle et méthodique face aux différentes problématiques rencontrées.  

Un grand merci également à l'ensemble de l'équipe informatique de la CCSE pour leur accueil 

chaleureux et leur disponibilité. La bienveillance dont ils ont fait preuve m'a permis de me sentir à 

ma place et de travailler dans d'excellentes conditions durant cette période en entreprise. Les 

échanges avec chacun d'entre eux ont été enrichissants et m'ont aidé à mieux comprendre les enjeux 

de la gestion informatique dans le secteur public. 

Cette expérience d'alternance a dépassé mes attentes et a été déterminante dans la construction de 

ma vision du monde professionnel. Elle renforce ma détermination à continuer dans le domaine des 

réseaux et systèmes informatiques, et à contribuer de manière significative à mon futur 

environnement professionnel. 

Mes plus sincères remerciements à tous pour avoir rendu cette période d'alternance aussi 

formatrice. 
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2. Présentation entreprise : 
 

2.1 Qu’est-ce que la Communauté de Communes Sud-Estuaire ? 
 

La Communauté de Communes Sud-Estuaire est un établissement public de coopération 

intercommunale (EPCI) situé entre Nantes et Saint-Nazaire dans le département de la Loire-

Atlantique (44). 

Créée le 1er janvier 1997, elle regroupe six communes : Corsept, Frossay, Paimboeuf, Saint-Brevin-

les-Pins, Saint-Père-en-Retz et Saint-Viaud. 

La communauté compte environ 31 440 habitants à l'année et environ 60 000 habitants en période 

estivale. 

 
2.2 Que fait la Communauté de Communes Sud-Estuaire ? 
 

Les services de la Communauté de Communes Sud Estuaire interviennent dans les secteurs de 

l'environnement, du développement économique et des services à la population. La collecte des 

ordures ménagères et du tri constitue l'une de ses compétences principales. Dans le domaine social, 

elle gère notamment une crèche intercommunale, une école de musique, des structures pour les 

jeunes et un guichet unique d'information aux personnes âgées. 

 

La CCSE a également mis en place une organisation basée sur la mutualisation des services entre les 

communes membres. Cette mutualisation permet d'optimiser les ressources et d'offrir une meilleure 

qualité de service aux habitants. Ainsi, plusieurs services sont partagés entre les six communes et la 

CCSE : le service finance, la commande publique, les ressources humaines et le service informatique 

fonctionnent de manière mutualisée pour l'ensemble du territoire. Cette organisation permet une 

gestion plus efficace et une harmonisation des pratiques administratives. Il convient de noter que 

Saint-Père-en-Retz a fait le choix de conserver une certaine autonomie : cette commune ne bénéficie 

pas des services mutualisés, et la CCSE intervient uniquement pour la gestion des écoles, des activités 
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périscolaires (APS) et des accueils de loisirs hors scolaire (ALHS).  

 

2.3 Services Sud Estuaire 
 

 

(Services mutualisés avec les communes en bleu dans la branche CCSE)  
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2.4 Organigramme SI 
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3. Missions réalisées 
 

3.1 Support Utilisateurs (Ticketing, Hotline) 
 

Ticketing via la plateforme GLPI (Gestionnaire Libre de Parc Informatique), traitement d’incidents et 

demandes. 

 

 
 

L’application Cisco Webex est une plateforme unique qui offre un ensemble complet et intégré 

d‘outils d’appels, de messagerie, de réunions, de collaboration en équipe, de centres de contact et 

d’appareils. Utilisée pour la messagerie textuelle, la téléphonie, et la visioconférence dans notre cas. 
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3.2 Gestion de l’inventaire (OCS Inventory) 
 

OCS Inventory NG (Open Computer and Software Inventory) est une application permettant de 

réaliser un inventaire sur la configuration matérielle des machines du réseau, sur les logiciels qui y 

sont installés et de visualiser ces informations grâce à une interface web.  

 

 
 

3.3 Masterisation, Déploiement de postes (FOG Project) 
 

Fog Project est un logiciel sous Linux qui va permettre d'effectuer nos déploiements pour machines 

Windows, Linux, et Mac. Le déploiement sur les clients se fera par le biais d'un serveur PXE fourni par 

Fog Project. 

J’ai pu réaliser des images de postes, ainsi que leur déploiement. 
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4. Projet 1 : Mise en place de GLPI  
 

Compétences visées par ce projet : 

• Gérer le patrimoine informatique 

• Répondre aux incidents et demandes d’assistance et d’évolution 

• Travailler en mode projet 

• Mettre à disposition des utilisateurs un service informatique 

 

4.1 Analyse des besoins 
 

L'entreprise souhaite mettre en place GLPI (Gestion Libre de Parc Informatique) pour répondre aux 

problématiques. GLPI est une solution open source reconnue, qui permettra de centraliser 

l'ensemble des informations et processus liés à la gestion du parc informatique.  

Cette mise en place présente plusieurs avantages significatifs. Tout d'abord, elle offre une 

centralisation complète pour tous les actifs (matériels, logiciels, licences, contrats). L'inventaire 

automatisé via l'agent GLPI permet de maintenir des données à jour en temps réel, éliminant ainsi les 

fichiers Excel dispersés et les risques d'obsolescence des informations. 

 

4.2 Présentation de GLPI 
 

GLPI (Gestion Libre de Parc Informatique) est une solution open source, utilisée par plus de 11 

millions d’utilisateurs dans le monde. Développée depuis 2003, elle est maintenue par une 

communauté active de développeurs et bénéficie d'un support professionnel. 

La solution s'appuie sur une architecture web (PHP/MySQL) accessible via navigateur, facilitant ainsi 

le déploiement et l'utilisation sans installation cliente. 

 

Le système de ticketing intégré transforme la gestion du support. Les utilisateurs pourront créer leurs 

demandes via un portail en libre-service ou par email. Chaque ticket sera automatiquement tracé, 

catégorisé et priorisé selon des règles définies. Les techniciens disposeront d'une vue sur toutes les 

demandes en cours, avec des informations sur l'utilisateur et son équipement.  

 

4.2.1 Gestion des actifs 
 

Le module de gestion des actifs permet d'inventorier tous les équipements informatiques : 

ordinateurs (fixes, portables, serveurs), moniteurs, imprimantes, équipements réseau, téléphones, et 

autres périphériques. Pour chaque actif, GLPI enregistre les informations détaillées : modèle, numéro 

de série, date d'achat, fournisseur, localisation, utilisateur assigné, état (en service, en stock, en 

maintenance). 
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L'inventaire automatique est assuré par GLPI Agent (successeur de FusionInventory), qui sera 

déployé sur l'ensemble des postes de travail. L'agent remonte automatiquement les informations 

matérielles (CPU, RAM, disque dur) et logicielles (OS, applications installées) au serveur GLPI. Les 

remontées peuvent être planifiées quotidiennement ou hebdomadairement selon les besoins. Pour 

les serveurs Linux, un inventaire par SSH est également possible . 

4.2.2 Extensions et Plugins 
 

GLPI dispose d'un écosystème riche de plugins officiels et communautaires qui pourront être ajoutés 

ultérieurement selon les besoins. 

Tels que : 

• GLPI Agent : collecte automatique d'inventaire, inclus par défaut 

• Dashboard : tableaux de bord enrichis avec graphiques avancés (optionnel)  

D'autres plugins pourront être évalués dans une phase ultérieure, notamment : Escalade (gestion 

avancée des escalades de tickets), Impact Analysis (analyse d'impact des pannes) … 

4.2.3 Active Directory  
 

L'authentification sera centralisée via l'Active Directory. Les utilisateurs se connecteront à GLPI avec 

leurs identifiants Windows habituels, éliminant ainsi la nécessité de gérer des comptes séparés. La 

synchronisation automatique importera les utilisateurs de l'AD, facilitant l'attribution des droits par 

groupes. 

 

4.2.4 Déploiement de GLPI Agent 
 

GLPI Agent sera déployé sur l'ensemble des postes de travail pour automatiser l'inventaire. L'agent 

est un programme léger qui s'exécute en tâche de fond et remonte périodiquement les informations 

au serveur GLPI. Le déploiement s'effectuera via GPO (Group Policy Object) sur le domaine Active 

Directory pour les postes Windows, et via un script de déploiement pour les postes Linux.  

La configuration de l'agent définira la fréquence des inventaires, l'URL du serveur GLPI, et les 

informations à collecter (matériel, logiciels, mises à jour, utilisateurs connectés). L'agent GLPI est 

cross-platform (Windows, Linux, macOS) et open source, assurant une compatibilité totale avec 

l'environnement hétérogène de l'entreprise. 
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4.3 Mise en place de GLPI 
 

4.3.1 Installation de GLPI 
 

Tout d’abord pour l’installation de GLPI, il faut mettre à jour les paquets via : 

apt update && upgrade

 
Installation des paquets pour le serveur web, PHP et la base de données. 

apt install apache2 php mariadb-server 

 

Ensuite, installation des différents paquets PHP permettant le bon fonctionnement de GLPI.  

apt-get install php-xml php-common php-json php-mysql php-mbstring php-curl php-gd php-intl php-

zip php-bz2 php-imap php-apcu 

 
Pour permettre une authentification LDAP à GLPI, il faut installer le paquet php-ldap. 

apt-get install php-ldap 

 

Sécurisation basique de la base de données par plusieurs instructions : 

mysql_secure_installation 

 

Cette commande permet de changer le mot de passe « root », désactiver la connexion à distance 

root, etc… (voir ci-dessous) 
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Ensuite, il faut se connecter à la base de données avec la commande : « mysql -u root -p » (faire 

entrer s’il n’y a pas de mot de passe), pour la configuration, la base de données se nommera 

« DB_GLPI » par la commande « CREATE DATABASE DB_GLPI; » , puis donner tous les privilèges à un 

utilisateur de la base données « glpi_admin », on rafraîchit les privilèges « flush privileges; », et 

quitter le menu avec la commande « EXIT ;»

 

Maintenant que la base de données est configurée, il faut télécharger le fichier pour l’installation de 

GLPI, pour cela, se déplacer dans le dossier temporaire avec la commande : cd /tmp, puis télécharger 

le fichier sur GitHub avec la commande :  

wget https://github.com/glpi-project/glpi/releases/download/11.0.0/glpi-11.0.0.tgz 

 

Après le téléchargement du fichier compressé, il suffit de décompresser celui-ci avec la commande : 

tar -xzvf glpi-11.0.0.tgz -C /var/www/ 

 

Désormais, il faut changer le propriétaire des fichiers GLPI afin que ce soit l’utilisateur Apache2 

chown www-data /var/www/glpi/ -R 

 

Ensuite, créer le dossier correspondant à GLPI dans le /etc et mettre les droits à l’utilisateur Apache2 

sur ce dossier 

mkdir /etc/glpi  

chown www-data /etc/glpi/ 

 

Maintenant, déplacer et créer des fichiers aux bons endroits et donner des droits corrects pour 

l’utilisateur Apache2 

mv /var/www/glpi/config /etc/glpi 
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mkdir /var/lib/glpi 

chown www-data /var/lib/glpi/ 

mv /var/www/glpi/files /var/lib/glpi 

mkdir /var/log/glpi 

chown www-data /var/log/glpi 

 

Maintenant que les fichiers sont déplacés et créés aux bons endroits, il faut spécifier où GLPI doit 

chercher les données.  

Pour ce faire, j’ai installé vim comme éditeur de texte, afin de remplacer nano qui est natif.  

Pour ce faire, installer le paquet vim : 

apt install vim 

 

Pour créer le fichier attendu, il faut utiliser la commande : 

vim /var/www/glpi/inc/downstream.php 

 

Et voici les paramètres à insérer dans le fichier : 

 

<?php 

define('GLPI_CONFIG_DIR', '/etc/glpi/'); 

if (file_exists(GLPI_CONFIG_DIR . '/local_define.php')) {  

    require_once GLPI_CONFIG_DIR . '/local_define.php'; 

} 

Le premier fichier de configuration est configuré, il faut créer un second permettant de préciser les 

chemins vers les répertoires « files » et « log » 
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Avec comme paramètres : 

 

<?php 

define('GLPI_VAR_DIR', '/var/lib/glpi/files'); 

define('GLPI_LOG_DIR', '/var/log/glpi'); 

Après avoir configuré cela, il faut mettre en place la configuration Apache2 pour l’accès web dans un 

fichier .conf. 

vim /etc/apache2/sites-available/glpi.ntxsystem.conf 

 

<VirtualHost *:80> 

    ServerName glpi.ntxsystem.conf 

    DocumentRoot /var/www/glpi/public 

   <Directory /var/www/glpi/public> 

        Require all granted 

        RewriteEngine On 

        RewriteCond %{REQUEST_FILENAME} !-f 

        RewriteRule ^(.*)$ index.php [QSA,L] 

    </Directory> 

</VirtualHost> 
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Ensuite, il faut continuer la configuration Apache2, pour la première commande, mettre le nom du 

fichier de configuration créé juste avant après a2ensite. Puis, taper les différentes commandes 

comme ci-dessous afin de désactiver le site par défaut, d’activer le module rewrite et de redémarrer 

Apache2 

a2ensite glpi.ntxsystem.conf 

a2dissite 000-default.conf 

a2enmod rewrite 

systemctl restart apache2 

 

Afin d’avoir une gestion optimisée du PHP par GLPI, on peut installer php-fpm 

apt-get install php8.2-fpm 

 

On active les modules dans php-fpm afin d’optimiser le PHP avec ces commandes : 

a2enmod proxy_fcgi setenvif 

a2enconf php8.2-fpm 

systemctl reload apache2 

 

Après avoir fait cela, il faut changer un paramètre de configuration dans un fichier : 

vim /etc/php/8.2/fpm/php.ini 

 

Il suffit de modifier la ligne 1422 « session.cookie_httponly », en passant la valeur en « yes » 

 

Redémarrage de php-fpm : 

systemctl restart php8.2-fpm.service 
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Maintenant que cela est configuré, il faut modifier le fichier dans la configuration Apache2 configurer 

auparavant. 

vim /etc/apache2/sites-available/glpi.ntxsystem.conf 

 

On ajoute les lignes de codes ci-dessous : 

<FilesMatch \.php$> 

    SetHandler "proxy:unix:/run/php/php8.2-fpm.sock|fcgi://localhost/" 

</FilesMatch> 

 
Redémarrage du service Apache2 

systemctl restart apache2 

 
 

Maintenant que cela est fait, toute la configuration en ligne de commande est faite, afin de pouvoir 

continuer l’installation, il faut se connecter à la machine GLPI via l’IP de celle-ci ou le nom Apache2 

configuré précédemment, une fois arrivé sur cette page, cliquer sur « OK »  
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Ensuite, cliquer sur « Continuer » 

 

Puis, on clique sur « installer » 
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Ensuite un test est effectué sur tous les dépendances de GLPI pour son bon fonctionnement, et une 
erreur apparaît « bcmath extension »  

 

Afin de régler ce conflit, on installe le paquet lié à bcmath : 
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Redémarrage du service Apache, puis plus aucun problème de dépendance  à l’étape des tests.  

 
Sur la nouvelle page qui va s’afficher, on renseigne les différentes informations que l’on a créé au 
niveau de la base de données « localhost » « glpi_admin » « P@ssw0rd »

 
 
La page suivante apparaît, normalement on doit avoir le message suivant « Connexion à la base de 
données réussie » pour la base DB_GLPI, cliquer sur « Continuer »
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De l’étape 3 à 6, il faut seulement cliquer sur « Continuer » 

 

 



 

Rapport E5 
 

 

25 
 

Maintenant que l’installation web est faite, la page de connexion à GLPI s’affiche, on se connecte 

avec les logins par défaut, « glpi » pour le login et « glpi » pour le mot de passe. 

 

On arrive sur cette page, la page d’accueil GLPI, l’installation est terminée . Afin de ne plus avoir le 

message d’erreur et pour un problème de sécurité, il faut changer les mots de passes des utilisateurs 

« glpi », « post-only », « tech », « normal ». 
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4.3.2 Configuration de GLPI 
 

4.3.2.1 Conf iguration LDAP  

 

Afin de lier notre annuaire Active Directory à GLPI, il suffit de faire une liaison LDAP entre les deux.  

LDAP est le langage qui permet aux serveurs de communiquer avec AD et d'autres services 

d'annuaire. 

Pour ce faire, sur la page d’accueil, se rendre dans « Configuration », puis « Authentification » et 

enfin « Annuaire LDAP ». 

 

Ensuite il suffit de renseigner les informations requises pour la liaison : 
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Afin de remplir les paramètres, certaines démarches sont à faire sur l’Active Directory. 

Sur le serveur Windows, il faut lancer l’application «  Utilisateurs et ordinateurs Active Directory ». 

 

Une fois lancée, activer l’affichage avancé : « Affichage » , « Fonctionnalités avancées » 

 

Pour le paramètre BaseDN, il suffit de rentrer la valeur dite « Distinguished Name » de l’OU où les 

utilisateurs pourront se connecter au GLPI. 

 

Dans notre situation, nous pouvons mettre le domaine. 

Pour ce faire, « clique droit » sur le domaine, « Propriétés », « Editeur d’attributs », 

« DistinguishedName », la BaseDN est pour cet objet : DC=oasis,DC=local 

 

 



 

Rapport E5 
 

 

29 
 

Dans les paramètres, on retrouve le DN d’un compte, il suffit de créer un compte «  service_glpi », qui 

n’aura aucun droit, seulement utilisé pour la liaison LDAP entre l’AD et GLPI. 

On crée un utilisateur « svc_glpi » avec un mot de passe. 

 
 

Tout comme la BaseDN, il faut récupérer au même endroit le DistinguishedName de l’utilisateur. 
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Pour finir, on rentre un nom à cette liaison « Active Directory – Oasis.local » 

On spécifie l’adresse IP du serveur AD. On active bien la connexion avec « Activé = Oui » 

Le port par défaut LDAP est 389, sinon 636 pour une liaison LDAPS. 

Pour le champ de l’identifiant « samaccountname » 

Champ de synchronisation « objectguid » 

On vient tester la connexion LDAP une fois créé. 
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4.3.2.2 Règles de prof il GLPI  

 

Sur l’Active Directory, on fait de la gestion des groupes pour les droits GLPI .  

Tels que : 

« GG_GLPI_Technicien » qui sera lié au profil par défaut GLPI Technicien » 

« GG_GLPI_Super_Admin » qui sera lié au profil par défaut GLPI Super Admin » 

« GG_GLPI_Lecture_Seule » qui sera lié au profil par défaut GLPI Self Service » 

 

Pour le test des règles à venir, trois utilisateurs de différents niveaux  : 

adm_afo25 => Super_Admin 

adm_jdu => Technicien 

jferrat => Lecture Seule /Self Service 

On ajoute les utilisateurs aux bons groupes. 
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Pour créer une règle d’assignation de profil il suffit d’aller sur l’interface Web GLPI dans 

« Administration », « Règles », « Règles d’affectation d’habilitations à un utilisateur » 

On retrouve ici les règles pour les utilisateurs, actuellement une par défaut. 

Pour en ajouter une, cliquer sur « Ajouter » 

 
 

On nomme la règle « Attribution Droit Sup-Adm », on l’active et on ajoute. 

 

 
Ensuite, aller dans « Critères » pour définir selon quelle valeur utilisateur l’ajouter dans le profil 

Super Admin. 
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Ici, on choisit le critère « LDAP Member Of » et le « DinstinguishedName » de mon groupe 

« GG_GLPI_Super_Admin » 

 

 
 

Et enfin, définir l’action, donc l’assignation du profil Super-Admin selon le critère. 

 
 

Faire la même procédure pour les deux autres groupes. 

Place aux tests de connexion avec nos trois utilisateurs. 
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Voici les résultats avec les trois comptes : 

Chaque utilisateur s’est vu assigner son profil selon son groupe GLPI. 

 Super Admin   Technicien         Lecture Seule 

 

4.3.2.3 Création d’un  gabarit  pour ticket 

 

Les modèles peuvent simplifier les demandes utilisateurs en préremplissant des champs, en 

masquant certains ou en forçant certains champs à être remplis. 

  

Mise en place d’un gabarit de tickets :  

Se rendre dans « Assistances », puis « Gabarits ». 
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On retrouve le gabarit par défaut nommé « Default », on va le conserver et donc en créer un 

nouveau. Cliquer sur « Ajouter ». 

   

Nommer le gabarit, ici le nom sera « Incident » puis ajouter. 

  

Le gabarit incident est créé, et nous pouvons le prévisualiser afin de voir sa forme actuelle.  

De cette prévisualisation, on remarque les champs qui nous intéresseront dans notre cas et ceux 

dont nous n’aurons pas besoin. 

Pour modifier ce modèle, il suffit de se rendre dans le menu à gauche «  Champs obligatoires ; 

Champs prédéfinis… » 
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Comme premier champ utile pour notre utilisation, on peut modifier la date d’ouverture en la 

prédéfinissant lors de la création du ticket. Pour ce faire, se rendre dans « Champs prédéfinis », puis 

choisir le champ « Date d’ouverture » et ajouter. 

Retourner dans la prévisualisation, on remarque que notre date d’ouverture n’est plus vide. 

Ajouter des catégories pour établir des domaines pour les tickets « Messagerie, Copieur, 

Bureautique… ». Cliquer sur « + » au niveau de « Catégorie ». 

  
 

Dans cette nouvelle fenêtre, donner un nom à la catégorie ITIL. Refaire ce processus plusieurs fois 

afin d’avoir plusieurs choix pour la catégorie.  
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Toujours dans la prévisualisation, on retrouve nos catégories. 

  
 

Voici un aperçu global, on remarque que des champs sont à retirer, d’autres à obliger, ou à mettre en 

lecture seule. 
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Une fois les champs modifiés, se rendre dans « Administration », puis « Profils ». On retrouve une 

liste des profils GLPI, le gabarit sera pour les utilisateurs du domaine, donc leur profils GLPI 

correspond à « Self-Service ». Cliquer sur Self-Service. 
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Le premier paramètre de la page correspond au Gabarit de ticket par défault, changer la valeur 

actuelle par « Incident ». 

  
 

On se connecte avec un utilisateur du domaine, et on crée un ticket afin de tester notre nouveau 

modèle. Ce gabarit correspond à nos attentes. 
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4.3.2.4 Gestion inventaire GLPI  Agent  

 

Comparaison GLPI Agent / OCS Inventory 

OCS Inventory est une solution open source de gestion technique de parc informatique, d'inventaire.

C’est une solution gratuite, capable de déployer des paquets sans passer par GPO. Capable d'être lié 

à GLPI via un plugin.  

GLPI Agent est une solution open source de Service Management.La solution est gratuite, 

directement lié à GLPI. Qui est capable de déployer des paquets dans sa dernière version.
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Installation GLPI Agent : 

Dans un premier temps, activer l’inventaire GLPI, qui se trouve dans «  Administration », 

« Inventaire », puis « Activer l’inventaire ». 

 

Il est nécessaire de s’enregistrer à GLPI Network afin d’accéder à la marketplace et donc au plugin 

« GLPI Inventory ».  On télécharge le plugin, et on l’active. 
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Une fois installé, dans « Administration », on retrouve un nouveau menu « GLPI Inventory », si on se 

rend dedans, on remarquera qu’aucun agent n’est déployé pour le moment.  

 
 

Pour ce faire, on se rend sur l’Active Directory et on récupère la version la plus récente de l’agent à 

cet URL : https://github.com/glpi-project/glpi-agent/releases. 

 

Lancer le fichier « setup.msi » 

 

 
 

 

 

 

 

 

 

 

https://github.com/glpi-project/glpi-agent/releases
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Choisir Typical dans le cas d’un inventaire uniquement.  

 
 

On renseigne l’URL de son serveur GLPI : http://192.168.81.134/front/inventory.php 

 

 

L’agent est installé, pour forcer un inventaire instantané de l’appareil rapidement et une remontée 

dans GLPI immédiate, il faut ouvrir cette url : http://localhost:62354/now et sélectionner « Force an 

Inventory » .

http://192.168.81.134/front/inventory.php
http://localhost:62354/now
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Retourner dans le menu « GLPI Inventory », on remarque la remontée d’un agent et d’un ordinateur.  

En allant dans « Ordinateurs Inventoriés », notre serveur Active Directory est bien remonté. 

 

 

Maintenant, il faut procéder à l’automatisation du déploiement de l’agent sur les machines du 

domaine. Pour faire cela, nous allons faire une GPO, se rendre dans le logiciel «  Gestion de stratégie 

de groupe », créer une GPO dans « Objets de stratégie de groupe ». 
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Ensuite, cliquer sur la GPO puis, « Modifier ». Puis dans l’éditeur, se rendre dans « Configuration 

ordinateur » → « Paramètres Windows » → « Scripts » → « Démarrage ». 

 

 
 

Il faut sélectionner un script, pour cela, cliquer sur « Ajouter », puis « Parcourir ». 
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On arrive dans le dossier de la GPO, à l’intérieur créer un fichier glpi.txt (ou bien glpi.bat 

directemment). 

 

 
 

En même temps, déplacer le fichier setup GLPI-Agent.msi dans un nouveau dossier « Applications » 

se situant dans Sysvol, afin d’être sûr que tout le monde est accès à ce dossier.  

 

 
 

 

 

Modifier le fichier glpi.txt et y mettre les commandes suivantes : 

 

msiexec /i “\\oasis.local\SYSVOL\oasis.local\Applications\GLPI-Agent-1.7.1x64.msi“ /quiet 

RUNNOW=1 SERVER=http://192.168.81.134/front/inventory.php  

curl http://localhost:62354/now 

 

Enfin, renommer le fichier glpi.txt en glpi.bat. 

 

Dans le gestionnaire de stratégie de groupe, lier le GPO à l’OU souhaité, les machines de cette OU 

remonteront dans le GLPI. 

http://localhost:62354/now
http://localhost:62354/now
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On redémarre une machine du domaine, comprise dans l’OU Oasis , et celle-ci remonte bien dans 

l’inventaire GLPI. 

 

 

Conclusion : 

GLPI Agent est la solution moderne recommandée pour tout déploiement. L'architecture simplifiée 

(un seul serveur) et les fonctionnalités avancées en font le meilleur choix. Pour les installations OCS 

existantes, la migration vers GLPI Agent est fortement conseillée pour bénéficier du support continu 

et des nouvelles fonctionnalités. 

4.4 Axes d’améliorations 
 

4.4.1 Changement de HTTP vers HTTPS 
 

Différence entre HTTP et HTTPS : 

HTTPS est HTTP avec chiffrement et vérification. La seule différence entre les deux protocoles est que 

HTTPS utilise TLS (SSL) pour chiffrer les demandes et les réponses HTTP normales, et pour signer 

numériquement ces demandes et ces réponses. Par conséquent, le protocole HTTPS est beaucoup 

plus sûr que le protocole HTTP. Un site web qui utilise le protocole HTTP a http:// dans son URL, 

tandis qu'un site web qui utilise le protocole HTTPS a https://. 

 

4.4.2 Changement de LDAP vers LDAPS 
 

Différence entre LDAP et LDAPS : 

LDAPS permet le cryptage des données LDAP (qui comprennent les informations d’identification des 

utilisateurs) en transit lors d’une communication avec le serveur LDAP (comme un annuaire lié), ce 

qui permet une protection contre le vol d’informations d’identification. 

En raison de l’augmentation des risques en matière de sécurité et du besoin croissant de cryptage en 

transit, LDAPS remplace LDAP comme protocole d’annuaire standard accepté.  
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4.5 Conclusion 
 

La mise en place de GLPI a permis de répondre aux objectifs fixés et de développer les compétences 

visées par ce projet. 

4.5.1 Gestion du patrimoine informatique 
 

Le déploiement de GLPI et de son agent d'inventaire a transformé la gestion des actifs informatiques. 

L'inventaire automatique remplace désormais les fichiers Excel dispersés et garantit des données à 

jour en temps réel. La solution centralise l'ensemble des informations sur le matériel, les logiciels, les 

licences et les contrats. Cette centralisation facilite la prise de décision, optimise les renouvellements 

et assure une meilleure traçabilité du patrimoine sur l'ensemble du territoire intercommunal.  

4.5.2 Réponse aux incidents et demandes d'assistance 
 

Le système de ticketing intégré améliore significativement la gestion du support utilisateur. Les 

demandes sont désormais tracées, catégorisées et priorisées automatiquement. Le portail en libre -

service permet aux utilisateurs de créer leurs tickets de manière autonome, tandis que les 

techniciens disposent d'une vue d'ensemble sur toutes les demandes en cours. Les informations liées 

à chaque utilisateur et son équipement sont directement accessibles, accélérant ainsi le temps de 

résolution. 

4.5.3 Travail en mode projet 

 
Ce projet m'a permis de mettre en pratique une méthodologie de gestion de projet structurée. 

L'analyse des besoins, la planification des étapes, l'installation technique, la configuration et les tests 

ont été réalisés de manière méthodique. La documentation produite assure la pérennité de la 

solution et facilitera les évolutions futures. 

4.5.4 Mise à disposition d'un service informatique 
 

GLPI est désormais opérationnel et accessible à l'ensemble des utilisateurs. L'intégration avec l'Active 

Directory simplifie l'authentification et la gestion des droits. Les utilisateurs bénéficient d'un service 

amélioré grâce au portail de ticketing et à la visibilité sur l'état de leurs demandes. Les techniciens 

disposent d'un outil professionnel facilitant leur quotidien et améliorant la qualité du service rendu.  

4.5.5 Perspectives d'évolution 
 

Les axes d'amélioration identifiés (passage en HTTPS, migration vers LDAPS) permettront de 

renforcer la sécurité de la solution. L'écosystème riche de plugins GLPI offre des perspectives 

d'évolution intéressantes pour enrichir les fonctionnalités selon les besoins futurs. 

Ce projet a été formateur sur le plan technique et m'a permis de développer mes compétences en 

gestion de solutions ITSM. 
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5. Projet 2 : Mise en place de FOG 
 

Compétences visées par ce projet : 

• Gérer le patrimoine informatique 

• Travailler en mode projet 

• Mettre à disposition des utilisateurs un service informatique 
 

5.1 Analyse des besoins 
 

Dans le contexte actuel des entreprises, la gestion d'un parc informatique nécessite des installations 

et réinstallations régulières des postes de travail. Que ce soit pour le renouvellement du matériel, la 

maintenance corrective ou l'ajout de nouveaux utilisateurs, le déploiement de systèmes 

d'exploitation représente une charge importante pour les équipes informatiques.  

Les méthodes traditionnelles de déploiement manuel présentent plusieurs inconvénients majeurs :  

• Temps d'intervention élevé 

• Risques d'erreurs et d'oublis dans les configurations manuelles 

• Délais de remise en service importants en cas de panne 

• Difficulté à maintenir une image de référence à jour 

L'objectif principal de ce projet était de mettre en place FOG (Free Open-source Ghost), une solution 

de déploiement d'images système open source, pour automatiser le processus d'installation des 

postes de travail. 

5.2 Présentation de FOG 
 

FOG (Free Open-source Ghost) est une solution open source gratuite de clonage et de déploiement 

d'images système, développée depuis 2006 par Chuck Syperski et maintenue par une communauté 

active de développeurs. C'est une alternative libre et performante aux solutions propriétaires comme 

Symantec Ghost, Acronis Snap Deploy ou Microsoft WDS (Windows Deployment Services).  

FOG permet de capturer une image de référence d'un poste configuré (appelée "golden image") et 

de la déployer rapidement sur de multiples machines via le réseau local. Le système utilise le 

protocole PXE (Preboot Execution Environment) pour permettre aux ordinateurs de démarrer 

directement sur le réseau et de recevoir leur système d'exploitation sans intervention manuelle. 

Cette approche élimine le besoin de clés USB ou de DVD d'installation, rendant le processus 

entièrement automatisé et centralisé. 
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5.2.1 Fonctionnalités de déploiement 
 

FOG se repose sur ses capacités de capture et de déploiement d'images système. Le module de 

capture permet de créer une image complète d'un disque dur, incluant le système d'exploitation, les 

applications installées et les configurations personnalisées. FOG propose plusieurs niveaux de 

compression (de 0 à 9) pour optimiser l'espace de stockage : une image Windows 10 de 60 Go peut 

être compressée à 20-30 Go avec un niveau de compression 6-8, offrant un bon compromis entre 

taille et vitesse de déploiement. 

FOG offre deux modes de déploiement principaux : 

Déploiement unicast : transfert en point-à-point (1 serveur → 1 client). Ce mode est utilisé pour les 

déploiements ponctuels ou urgents, offrant la vitesse maximale de transfert. Le déploiement 

démarre immédiatement dès que le poste cible démarre en PXE, sans attendre d'autres machines. 

Déploiement multicast : transfert en point-à-multipoint (1 serveur → plusieurs clients 

simultanément). Ce mode est optimal pour les déploiements massifs, car il économise la bande 

passante réseau en envoyant les données une seule fois pour tous les clients . Idéal pour déployer 10, 

20 ou 50 postes identiques en même temps. 

Les tâches de déploiement peuvent être planifiées à une date et heure précises, permettant par 

exemple de programmer des déploiements nocturnes pour minimiser l'impact sur l'activité de 

l'entreprise. 

 

5.2.2 Fonctionnalités de gestion 
 

Au-delà du simple déploiement d'images, FOG propose des fonctionnalités complémentaires qui 

enrichissent la gestion du parc informatique. L'inventaire matériel automatique collecte les 

informations détaillées sur chaque poste enregistré : processeur, quantité de mémoire RAM, 

capacité du disque dur, adresse MAC, type de carte réseau. Ces données sont stockées dans la base 

de données FOG et accessibles via l'interface web. 

La gestion des snap-ins permet d'installer automatiquement des logiciels supplémentaires après le 

déploiement de l'image système. Par exemple, après avoir déployé Windows 10, FOG peut 

automatiquement installer des applications spécifiques (navigateurs, antivirus, outils métier) sans 

intervention manuelle. Les snap-ins peuvent être des exécutables, des scripts PowerShell ou des 

fichiers batch. 

Le Wake-on-LAN (WoL) permet de réveiller à distance des machines en veille ou éteintes pour lancer 

automatiquement des tâches de déploiement. Cette fonctionnalité est particulièrement utile pour les 

déploiements nocturnes programmés : FOG réveille les machines, déploie l'image, puis les éteint 

automatiquement. 

L'interface web centralise toutes les opérations de gestion. Accessible via navigateur (Chrome, 

Firefox, Edge), elle permet d'enregistrer de nouveaux postes, de créer et gérer des images, de 

planifier des tâches, de consulter les logs et de visualiser l'inventaire matériel. L'interface propose 

également un tableau de bord avec des statistiques en temps réel sur les déploiements en cours.  
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5.2.3 Intégration Windows et Sysprep 
 

FOG intègre nativement la gestion de Sysprep (System Preparation Tool), l'utilitaire Microsoft 

essentiel pour généraliser les installations Windows. Sysprep supprime les informations spécifiques à 

la machine source (SID - Security Identifier, nom d'ordinateur, clés de produit) tout en conservant les 

applications et configurations installées. Cette étape est indispensable pour créer une image 

réutilisable sur plusieurs machines. 

L'injection du fichier unattend.xml permet d'automatiser entièrement la phase OOBE (Out-Of-Box 

Experience) lors du premier démarrage après déploiement. Ce fichier de réponses configure 

automatiquement : la langue et le fuseau horaire, les comptes utilisateurs locaux, le nom 

d'ordinateur (avec possibilité de génération automatique selon des règles), les paramètres réseau, et 

peut désactiver les écrans de configuration Windows inutiles.  

FOG propose également le changement automatique du nom d'ordinateur selon des règles 

prédéfinies. Par exemple, il est possible de définir un préfixe suivi d'un numéro incrémental (PC -001, 

PC-002, etc.) ou d'utiliser l'adresse MAC comme suffixe pour garantir l'unicité. Cette fonctionnalité 

évite les conflits de noms sur le réseau. 

L'intégration au domaine Active Directory peut être automatisée après déploiement. FOG peut 

joindre automatiquement les postes au domaine Windows en utilisant un compte de service, 

éliminant ainsi l'étape manuelle de jonction au domaine. Les postes sont immédiatement 

opérationnels et accessibles aux utilisateurs du domaine. 

5.3 Mise en place du FOG 
 

Après avoir réalisé l’installation d’une Debian, il nous faut mettre à jour les paquets sur celle-ci avec 

la commande : 

apt update && apt upgrade 

 

Ensuite, installer GIT afin de pouvoir cloner le dépôt Fog Project plus tard avec la commande : 

apt install git 
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Après avoir installé GIT, cloner le dépôt actuel de GIT dans le répertoire root et rentrer dans ce 

répertoire avec les commandes «  

cd /root puis  

git clone https://github.com/FOGProject/fogproject.git et enfin  

cd fogproject » 

 

Ensuite, rentrer dans le dossier correspondant au fogproject et lancer le script d’installation de l’outil 

avec les commandes «  

cd /root/fogproject/bin puis 

 

./installfog.sh » 
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Dans un premier temps, choisir la version du Linux installé (ici Debian 12), donc l’option numéro 2. 
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1. Type d'installation (Normal/Storage) 

Normal (N) : Installation complète du serveur FOG avec l'ensemble des fonctionnalités . Il 

s'agit du type d'installation standard.  

Storage (S) : Installation d'un nœud de stockage supplémentaire permettant de répartir les 

images sur plusieurs serveurs dans une architecture distribuée.   

Choix : N - Installation standard recommandée pour un serveur FOG principal unique.  

2. Interface réseau (ens192 - 172.16.30.11/24)  

Le script détecte automatiquement les interfaces réseau disponibles sur le système et 

propose celle qui sera utilisée pour les services FOG (PXE, multicast, unicast).  

Modifier l'interface réseau par défaut 

Cette option permet de sélectionner manuellement une interface réseau différente de celle 

détectée automatiquement. Utile dans le cas de serveurs disposant de plusieurs cartes 

réseau.  

Choix : N - L'interface ens192 avec l'adresse IP 172.16.30.11/24 est correcte et correspond à 

la configuration réseau. Aucune modification n'est nécessaire.  

3. Configuration de l'adresse de routeur pour le serveur DHCP – Choix : N 

Définit la passerelle par défaut que le serveur DHCP distribuera aux clients du réseau. Cette 

configuration est essentielle pour permettre aux clients d'accéder au réseau externe.   

Choix : N - Cette configuration n'est pas nécessaire car nous disposons déjà d'un serveur 

Windows qui gère le service DHCP. 

4. Gestion du DNS par le serveur DHCP 

Permet au serveur DHCP de distribuer également les adresses des serveurs DNS aux clients. 

Cette option assure une configuration réseau complète et automatique des postes clients.  

Choix : N - Notre serveur DHCP Windows gère déjà la distribution des serveurs DNS. Cette 

option n'est pas requise. 
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5. Utilisation du serveur FOG pour le service DHCP 

Non : Utiliser le serveur DHCP existant sur le réseau. Dans ce cas, le serveur DHCP existant 

devra être configuré pour pointer vers FOG (next-server et boot file). 

Oui : FOG installe et configure son propre serveur DHCP. Cette option ne doit être utilisée 

que s'il n'existe aucun autre serveur DHCP sur le réseau, sous peine de créer des conflits 

réseau. 

Choix : N – Nous disposons d'un serveur DHCP Windows actif sur votre réseau. L'activation 

du service DHCP de FOG créerait un conflit réseau majeur avec deux serveurs DHCP en 

concurrence. 

6. Installation des packs de langues supplémentaires 

Ajoute le support de l'internationalisation à l'interface web de FOG. Cette option augmente 

la taille de l'installation et n'est nécessaire que si plusieurs langues doivent être supportées.  

Choix : N - L'interface en anglais est suffisante pour une utilisation technique standard. Les 

packs de langues peuvent être ajoutés ultérieurement si nécessaire.  

7. Activation du protocole HTTPS sur le serveur FOG 

Active le chiffrement SSL/TLS pour l'interface web de FOG. 

Choix : N - Pour une première installation. Le HTTPS peut être activé ultérieurement après 

validation du fonctionnement de base du serveur FOG.  
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Ensuite vient un récapitulatif du script d’installation, vérifier les informations puis confirmer avec  : 

 y  

 

Au bout d’un moment, le script affichera de faire une install/update de la base de données comme 

nous pouvons le voir ci-dessous, pour cela, il faut se connecter à la page web demandée et faire 

« Install / Upgrade now » comme sur la seconde image ci-dessous, une fois cela fait, retourner dans 

le terminal et faire « Entrée ».   

(Ne pas faire attention au HTTPS://, capture d’écran issue d’un premier jet en HTTPS)   
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Une fois le script terminé, se rendre sur l’interface web au lien indiqué  : 

« http://172.16.30.11/fog/management » et se connecter à la page web avec les identifiants « fog » 

et « password » qui sont ceux par défaut. 
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Après s’être connecté, on arrive sur la page ci-dessous et l’installation est terminée. 

 

 

5.3.1 Mise en place du déploiement 
 

Tout d’abord il faut configurer quelques paramètres du FOG tels que le timeout, qui est par défaut à 

3 secondes. Le timeout représente le temps avant l’éjection de l’utilisateur sur le fichier de 

démarrage FOG en PXE après le boot. Pour ce faire, il suffit de se rendre dans l’onglet « Fog 

Configuration » 

 

Se rendre dans la catégorie « Fog Settings », dans la fenêtre à gauche, puis dans « Fog Boot Settings » 

à droite
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Puis mettre la valeur « 30 » à « PXE MENU TIMEOUT » et « PXE HIDDENMENU TIMEOUT » qui sont 

actuellement avec la valeur « 3 ». 

 
Une fois les valeurs modifiées, mettre à jour via le bouton update tout en bas de la page actuelle.

 

Maintenant que le problème de timeout est réglé, nous allons créer notre première image. 

Donner un nom à l’image, ici « 00_Win10_22H2 », on instaure un ordre et une nomenclature pour 

une meilleure clarté avec : « 00_ ; 01_ ; 02_; etc.… ».  

Mettre une description (optionnel) 

Pas besoin de toucher aux autres paramètres, sauf la compression, pour utiliser moins de stockage 

une forte compression est recommandée, pour plus de rapidité une plus faible compression est 

recommandée. On choisit donc la compression avec comme valeur « 8 ». 

Puis « add » pour créer l’image. 
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On retrouve cette image dans « List All Images ». 

 

Étant donné que nous n’avons pas configuré le serveur FOG en tant que serveur DHCP, il faut alors  

configurer un DHCP sur notre Windows Server, afin de fournir des adresses aux machines se 

connectant en PXE. 

Aller sur l’AD (étant le seul fournisseur de DHCP dans notre cas), lancer l’application « DHCP ». 

Ensuite créer un Pool d’adresses pour le réseau (je décide de séparer le réseau « Clients » de celui du 

« Déploiement »). Puis définir des options d’étendue telles que l’option 66 (adresse IP du serveur 

FOG), et 67 (le fichier de démarrage, ici snponly.efi)  

 

Pour les environnements UEFI modernes, le fichier de démarrage sera soit «  snponly.efi », soit 

ipxe.efi, pour les environnements Legacy, principalement le fichier de démarrage sera soit 

undionly.kpxe, soit ipxe.kpxe. 

Désormais, il faut capturer la machine afin de l’associer à l’image. Pour ce faire, démarrer en PXE. 

Le démarrage PXE se fait au démarrage de la machine, via le « Network Boot » (la touche pour y 

accéder varie en fonction du constructeur de la machine).
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On démarre sur le fichier de démarrage (snponly.efi), il y a 30 secondes pour désactiver le timeout  

(il suffit de bouger une seule fois avec les flèches)  

On repère deux options intéressantes :  

Quick Registration and Inventory :  permet de remonter une machine et de l’inventorier dans FOG.  

Deploy Image : permet de déployer une image sur la machine. 

 

Dans notre cas nous allons, sélectionner « Quick Registration and Inventory » 

 
Attendre un moment, le temps que l’enregistrement se fasse. Une fois enregistré, la machine 

redémarrera. 

Retourner sur l’interface web FOG. Puis allez dans « Hosts », on retrouve la machine enregistrée par 

son adresse MAC. 
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Nous avons enregistré l’hôte mais pas encore procédé à l’inventaire de la machine , il faut donc faire 

la capture de l’image. Pour ce faire, cliquer sur le bouton « Capture » en orange dans la ligne de 

l’hôte (à droite dans Task). 

Une page pour l’association entre l’hôte et l’image apparaît, la seule modification nécessaire est le 

choix de l’image, on choisit l’image créée auparavant. Puis «  Update » 

 

 

Dans la fenêtre « Hosts » on retrouve notre machine et l’image qui lui est assignée.  

 

L’association a créé une tâche d’inventaire mais celle-ci n’est pas active, pour ce faire, il faut se 

rendre dans la catégorie « Tasks ». Aller dans « List All Hosts » dans la catégorie à gauche, puis on 

retrouve notre machine ainsi que l’image assignée. Nous devons rendre cette tâche active, il faut 

donc cliquer sur l’icône orange « Capture » comme auparavant. 
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Dans « Active Tasks » on retrouve la tâche, prête à s’exécuter.  

Au prochain démarrage en PXE de la machine cible, la tâche s’exécutera instantanément sans aucun  

menu. 

  
 

L’inventaire de la machine s’effectue, et peut prendre un certain temps.   
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On retrouve aussi l’avancée sur l’interface web du FOG dans «  Active Tasks » 

 

 

Une fois terminée, le Windows redémarre. 

On va désormais déployer notre image sur une autre machine.  

Démarrer en PXE, et choisir « Deploy Image ». 

 

Rentrer les identifiants admin du FOG. 
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Sélectionner l’image puis attendre la fin du déploiement. 

 

L’image est bien fonctionnelle, on retrouve l’utilisateur créé sur le Windows, ainsi que les données 

(applications, paramètres...)  
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Maintenant nous pouvons retirer l’enregistrement de la machine liée à l’image étant donné qu'elle 

n’a plus beaucoup d’intérêt sauf si des modifications sur l’image sont nécessaires à l’avenir (il suffit 

de refaire une tâche d’inventaire). 

Pour supprimer la machine soit on la supprime via l’interface web, dans «  hosts » puis on coche la 

machine souhaitée et ensuite « Delete ». 

 

Soit par le menu PXE du FOG en sélectionnant « Quick Host Deletion ». 
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5.3.2 Configuration d’un Sysprep 
 

Sysprep est l'outil Microsoft de préparation d'une installation Windows avant son clonage. Il 

généralise le système en supprimant les identifiants uniques comme le SID, le nom d'ordinateur et 

les pilotes matériels spécifiques. L'outil se trouve dans C:\Windows\System32\Sysprep\sysprep.exe. 

Les modes de Sysprep : 

Mode OOBE (/oobe) : Relance l'expérience de première configuration Windows. L'utilisateur passe 

par les écrans de configuration habituels. 

Mode Audit (/audit) : Démarre directement en session administrateur. Permet d'installer des 

applications supplémentaires avant la généralisation. 

Option Generalize (/generalize) : Obligatoire pour le clonage. Supprime toutes les informations 

spécifiques à la machine source.  
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Configurer un fichier unattend.xml afin d’automatiser le sysprep. 

Le créer dans C:\Windows\System32\Sysprep\unattend.xml 

 

 
 

(Configuration en annexe) 

Une fois le fichier configuré, lancer le sysprep en invite de commande : 

 

C:\Windows\System32\Sysprep\sysprep.exe /oobe /generalize /shutdown 

/unattend:C:\Windows\System32\Sysprep\unattend.xml 

 

/oobe : Configure Windows pour démarrer en mode OOBE (Out-Of-Box Experience) au prochain 

boot. L'utilisateur verra les écrans de première configuration, sauf si le fichier unattend.xml les 

masque. 

/generalize : Supprime toutes les informations spécifiques à la machine (SID, nom PC, pilotes, 

activation). C'est le paramètre obligatoire pour pouvoir cloner l'image sur d'autres machines.  

/shutdown : Éteint automatiquement la machine après la généralisation. Cela permet de capturer 

l'image avec FOG immédiatement après sans risquer de redémarrage. 

/unattend:C:\Windows\System32\Sysprep\unattend.xml : Spécifie le chemin du fichier de réponses 

automatiques. Ce fichier sera utilisé lors du premier démarrage après déploiement pour automatiser 

la configuration. 

 

Attendre la fin du sysprep, capturer la machine et enfin créer une image. 
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5.4 Axes d’améliorations 
 

5.4.1 Changement de HTTP vers HTTPS 
 

Différence entre HTTP et HTTPS : 

HTTPS est HTTP avec chiffrement et vérification. La seule différence entre les deux protocoles est que 

HTTPS utilise TLS (SSL) pour chiffrer les demandes et les réponses HTTP normales, et pour signer 

numériquement ces demandes et ces réponses. Par conséquent, le protocole HTTPS est beaucoup 

plus sûr que le protocole HTTP. Un site web qui utilise le protocole HTTP a http:// dans son URL, 

tandis qu'un site web qui utilise le protocole HTTPS a https://. 

 

5.4.2 Changement de LDAP vers LDAPS 
 

Différence entre LDAP et LDAPS : 

LDAPS permet le cryptage des données LDAP (qui comprennent les informations d’identification des 

utilisateurs) en transit lors d’une communication avec le serveur LDAP (comme un annuaire lié), ce 

qui permet une protection contre le vol d’informations d’identification. 

En raison de l’augmentation des risques en matière de sécurité et du besoin croissant de cryptage en 

transit, LDAPS remplace LDAP comme protocole d’annuaire standard accepté.  

5.4.3 Déploiement de logiciels via Snapins 
 

FOG propose un module Snapins permettant de déployer automatiquement des applications après 

l'installation du système. Cette fonctionnalité compléterait le déploiement d'images en automatisant 

l'installation de logiciels métiers (navigateurs, suites bureautiques…). Les snapins s'exécutent 

automatiquement après le premier démarrage du poste. 

 

5.5 Conclusion 
 

La mise en place de FOG Project a permis d'atteindre les objectifs fixés et de développer les 
compétences ciblées par ce projet. 
 

5.5.1 Gestion du patrimoine informatique 
 

Le déploiement de FOG rationalise la gestion du parc informatique en standardisant les installations. 
La création d'images de référence garantit une configuration homogène sur l'ensemble des postes. 
Le gain de temps est considérable : un déploiement qui prenait plusieurs heures manuellement 
s'effectue désormais en 15-20 minutes. 
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5.5.2 Travail en mode projet 
 

Ce projet m'a permis de maîtriser l'ensemble du cycle de déploiement d'une solution technique. 
L'analyse des besoins, l'installation du serveur Linux, la configuration du réseau PXE, la création des 
images système avec Sysprep, et les tests de déploiement ont été menés de manière structurée. La 
création du fichier unattend.xml pour automatiser la configuration post-déploiement m'a familiarisé 
avec les technologies de déploiement Windows. La documentation technique produite assure la 
pérennité et la maintenabilité de la solution. 
 

5.5.3 Mise à disposition d'un service informatique 

 

FOG est désormais opérationnel et utilisé pour tous les déploiements de postes. Ce qui améliore 
significativement la réactivité en cas de panne ou de renouvellement de matériel. Les techniciens 
peuvent déployer plusieurs postes simultanément via le multicast, optimisant ainsi leur temps 
d'intervention. L'automatisation complète (du boot PXE à la configuration finale) élimine les risques 
d'erreurs humaines et garantit une qualité de service constante. Les utilisateurs bénéficient de 
postes opérationnels plus rapidement avec une configuration standardisée et à jour. 
 

5.5.4 Perspectives d'évolution 
 

Les axes d'amélioration identifiés (sécurisation HTTPS, LDAPS, snapins, redondance) permettront 
d'enrichir la solution et d'en renforcer la robustesse. Le module Snapins notamment ouvrira de 
nouvelles possibilités pour automatiser l'installation des applications métiers.  

Ce projet a été formateur tant sur le plan technique (Linux, PXE, Sysprep, déploiement réseau) que 
sur la compréhension des enjeux d'industrialisation du déploiement de postes en environnement 
professionnel. 

 

 

 

  

  



 

Rapport E5 
 

 

72 
 

6. Portfolio / Entreprise Pédagogique 
 

Compétences visées par ce projet : 

• Développer la présence en ligne de l’organisation 

• Organiser son développement professionnel  

 

 

Vous pouvez retrouver toutes mes informations sur mon Portfolio au lien ci-dessous : 

https://alexandre.foucher.formation-esiac.fr/ 

Vous pouvez également retrouver le site de mon entreprise pédagogique , avec les différents 

Portfolio des membres de ce projet : http://ntxsystem.fr/ 
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7. Conclusion 
 

Cette période d'alternance au sein du service informatique de la Communauté de Communes Sud-

Estuaire a pleinement répondu à mes attentes et aux objectifs fixés. Les différentes activités réalisées 

ainsi que l’environnement m'ont permis de mobiliser des connaissances variées et d'en acquérir de 

nouvelles dans un contexte professionnel réel. 

Sur le plan technique, j'ai développé des compétences solides en gestion de solutions ITSM avec GLPI 

(inventaire automatisé, ticketing, gestion d'actifs), en déploiement système avec FOG Project (boot 

PXE, clonage d'images, Sysprep, fichiers unattend.xml), et en administration système Linux. J'ai 

approfondi mes connaissances en intégration Active Directory (LDAP/LDAPS, authentification 

centralisée, GPO), en gestion de bases de données MySQL/MariaDB, et en sécurisation des services 

(HTTPS, certificats SSL). Le support utilisateur quotidien m'a également familiarisé avec des outils 

professionnels tels que Cisco Webex, OCS Inventory et les bonnes pratiques de documentation 

technique. 

Au-delà des compétences techniques, cette alternance a renforcé mon autonomie et ma capacité à 

travailler en mode projet. J'ai appris à analyser des besoins, planifier des étapes, documenter mes 

réalisations et proposer des solutions adaptées. Le travail en équipe avec les techniciens du service 

informatique m'a permis de comprendre l'importance de la communication et du partage de 

connaissances dans un environnement professionnel.  

L'alternance offre une valeur ajoutée indéniable par rapport à la formation théorique. La 

confrontation aux problématiques réelles, aux contraintes de production et aux attentes des 

utilisateurs apporte une dimension pratique essentielle. Cette immersion professionnelle me permet 

de mieux comprendre les enjeux du métier et de développer une vision concrète de l'administration 

réseau et système. 

Cette expérience confirme mon projet professionnel et ma volonté de me spécialiser dans 

l'administration des systèmes et réseaux. À l'issue de mon BTS SIO option SISR, je poursuivrai mes 

études en BAC+4 Administrateur Système et Réseau à l'ENI en alternance. Cette formation me 

permettra d'approfondir mes compétences techniques, de développer une expertise en architecture 

réseau, virtualisation et sécurité, et de me préparer aux responsabilités d'un poste d'administrateur 

système confirmé. 
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8. Annexe 
 

8.1 FOG : Unattend.xml 
<?xml version="1.0" encoding="utf-8"?> 

<unattend xmlns="urn:schemas-microsoft-com:unattend"> 

    <settings pass="specialize"> 

        <component name="Microsoft-Windows-Shell-Setup" processorArchitecture="amd64" 

publicKeyToken="31bf3856ad364e35" language="neutral" versionScope="nonSxS" 

xmlns:wcm="http://schemas.microsoft.com/WMIConfig/2002/State"> 

            <ComputerName>*</ComputerName> 

            <RegisteredOrganization>NTX</RegisteredOrganization> 

            <TimeZone>Romance Standard Time</TimeZone> 

        </component> 

    </settings> 

    <settings pass="oobeSystem"> 

        <component name="Microsoft-Windows-International-Core" processorArchitecture="amd64" 

publicKeyToken="31bf3856ad364e35" language="neutral" versionScope="nonSxS" 

xmlns:wcm="http://schemas.microsoft.com/WMIConfig/2002/State" 

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"> 

            <InputLocale>fr-FR</InputLocale> 

            <SystemLocale>fr-FR</SystemLocale> 

            <UILanguage>fr-FR</UILanguage> 

            <UILanguageFallback>fr-FR</UILanguageFallback> 

            <UserLocale>fr-FR</UserLocale> 

        </component> 

        <component name="Microsoft-Windows-Shell-Setup" processorArchitecture="amd64" 

publicKeyToken="31bf3856ad364e35" language="neutral" versionScope="nonSxS" 

xmlns:wcm="http://schemas.microsoft.com/WMIConfig/2002/State" 

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"> 

            <OOBE> 

                <HideEULAPage>true</HideEULAPage> 

                <HideLocalAccountScreen>true</HideLocalAccountScreen> 

                <HideOEMRegistrationScreen>true</HideOEMRegistrationScreen> 
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                <HideOnlineAccountScreens>true</HideOnlineAccountScreens>  

                <HideWirelessSetupInOOBE>true</HideWirelessSetupInOOBE> 

                <NetworkLocation>Work</NetworkLocation> 

                <ProtectYourPC>3</ProtectYourPC> 

                <SkipMachineOOBE>true</SkipMachineOOBE> 

                <SkipUserOOBE>true</SkipUserOOBE> 

            </OOBE> 

            <UserAccounts> 

                <AdministratorPassword> 

                    <Value>NTxwin44.</Value> 

                    <PlainText>true</PlainText> 

                </AdministratorPassword> 

                <LocalAccounts> 

                    <LocalAccount wcm:action="add"> 

                        <Password> 

                            <Value>NTxwin44.</Value> 

                            <PlainText>true</PlainText> 

                        </Password> 

                        <Description>Compte Technique</Description> 

                        <DisplayName>TechNTx</DisplayName> 

                        <Name>TechNTx</Name> 

                        <Group>Administrators</Group> 

                    </LocalAccount> 

                </LocalAccounts> 

            </UserAccounts> 

            <AutoLogon> 

                <Enabled>true</Enabled> 

                <Username>TechNTx</Username> 

                <Password> 

                    <Value>NTxwin44.</Value> 
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                    <PlainText>true</PlainText> 

                </Password> 

                <LogonCount>1</LogonCount> 

            </AutoLogon> 

            <TimeZone>Romance Standard Time</TimeZone> 

            <RegisteredOrganization>NTX</RegisteredOrganization> 

        </component> 

    </settings> 

</unattend> 


